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We develop the hydrodynamic theory of collinear spin currents coupled to magnetization dynamics in
metallic ferromagnets. The collective spin density couples to the spin current through a U(1) Berry-phase
gauge field determined by the local texture and dynamics of the magnetization. We determine phenomenologi-
cally the dissipative corrections to the equation of motion for the electronic current, which consist of a
dissipative spin-motive force generated by magnetization dynamics and a magnetic texture-dependent resistiv-
ity tensor. The reciprocal dissipative, adiabatic spin torque on the magnetic texture follows from the Onsager
principle. We investigate the effects of thermal fluctuations and find that electronic dynamics contribute to a
nonlocal Gilbert damping tensor in the Landau-Lifshitz-Gilbert equation for the magnetization. Several simple
examples, including magnetic vortices, helices, and spirals, are analyzed in detail to demonstrate general

principles.
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I. INTRODUCTION

The interaction of electrical currents with magnetic spin
texture in conducting ferromagnets is presently a subject of
active research. Topics of interest include current-driven
magnetic dynamics of solitons such as domain walls and
magnetic vortices,'* as well as the reciprocal process of
voltage generation by magnetic dynamics.>!> This line of
research has been fueled in part by its potential for practical
applications to magnetic memory and data storage devices.'3
Fundamental theoretical interest in the subject dates back at
least two decades.>®!* It was recognized early on® that in the
adiabatic limit for spin dynamics, the conduction electrons
interact with the magnetic spin texture via an effective spin-
dependent U(1) gauge field that is a local function of the
magnetic configuration. This gauge field, on the one hand,
gives rise to a Lorentz force due to “fictitious” electric and
magnetic fields and, on the other hand, mediates the so-
called spin-transfer torque exerted by the conduction elec-
trons on the collective magnetization. An alternative and
equivalent view is to consider this force as the result of the
Berry phase'’ accumulated by an electron as it propagates
through the ferromagnet with its spin aligned with the ferro-
magnetic exchange field.®'*!® In the standard phenomeno-
logical formalism based on the Landau-Lifshitz-Gilbert
(LLG) equation, the low energy, long-wavelength magneti-
zation dynamics are described by collective spin precession
in the effective magnetic field, which is coupled to electrical
currents via the spin-transfer torques. In the following, we
develop a closed set of nonlinear classical equations govern-
ing current-magnetization dynamics, much like classical
electrodynamics, with the LLG equation for the spin-texture
“field” in lieu of the Maxwell equations for the electromag-
netic field.

This electrodynamic analogy readily explains various in-
teresting magnetoelectric phenomena observed recently in
ferromagnetic metals. Adiabatic charge pumping by mag-
netic dynamics'” can be understood as the generation of elec-
trical currents due to the fictitious electric field.!® In addition,
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magnetic textures with nontrivial topology exhibit the so-
called topological Hall effect,'®?® in which the fictitious
magnetic field causes a classical Hall effect. In contrast to
the classical magnetoresistance, the flux of the fictitious
magnetic field is a topological invariant of the magnetic
texture.®

Dissipative processes in current-magnetization dynamics
are relatively poorly understood and are of central interest
in our theory. Electrical resistivity due to quasi-one-
dimensional (1D) domain walls and spin spirals have been
calculated microscopically.?’2* More recently, a viscous
coupling between current and magnetic dynamics which
determines the strength of a dissipative spin torque in the
LLG equation as well the reciprocal dissipative spin electro-
motive force generated by magnetic dynamics, called the
“B coefficient,”> was also calculated in microscopic
approaches.??*2 Generally, such first-principles calculations
are technically difficult and restricted to simple models. On
the other hand, the number of different forms of the dissipa-
tive interactions in the hydrodynamic limit are in general
constrained by symmetries and the fundamental principles of
thermodynamics, and may readily be determined phenom-
enologically in a gradient expansion. Furthermore, classical
thermal fluctuations may be easily incorporated in the theo-
retical framework of quasistationary nonequilibrium thermo-
dynamics.

The principal goal of this paper is to develop a (semiphe-
nomenological) hydrodynamic description of the dissipative
processes in electric flows coupled to magnetic spin texture
and dynamics. In Ref. 11, we drew the analogy between the
interaction of electric flows with quasistationary magnetiza-
tion dynamics with the classical theory of magnetohydrody-
namics. In our “spin magnetohydrodynamics,” the spin of
the itinerant electrons, whose flows are described hydrody-
namically, couples to the local magnetization direction,
which constitutes the collective spin-coherent degree of free-
dom of the electronic fluid. In particular, the dissipative 8
coupling between the collective spin dynamics and the itin-
erant electrons is loosely akin to the Landau damping, cap-
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turing certain kinematic equilibration of the relative motion
between spin-texture dynamics and electronic flows. In our
previous paper,'! we considered a special case of incom-
pressible flows in a 1D ring to demonstrate the essential
physics. In this paper, we establish a general coarse-grained
hydrodynamic description of the interaction between the
electric flows and textured magnetization in three dimen-
sions, treating the itinerant electron’s degrees of freedom in a
two-component fluid model (corresponding to the two spin
projections of spin-1/2 electrons along the local collective
magnetic order). Our phenomenology encompasses all the
aforementioned magnetoelectric phenomena.

The paper is organized as follows. In Sec. II, we use a
Lagrangian approach to derive the semiclassical equation of
motion for itinerant electrons in the adiabatic approximation
for spin dynamics. In Sec. III, we derive the basic conserva-
tion laws, including the Landau-Lifshitz (LL) equation for
the magnetization, by coarse-graining the single-particle
equation of motion and the Hamiltonian. In Sec. IV, we phe-
nomenologically construct dissipative couplings, making use
of the Onsager reciprocity principle, and calculate the net
dissipation power. In particular, we develop an analog of the
Navier-Stokes equation for the electronic fluid, focusing on
texture-dependent effects, by making a systematic expansion
in nonequilibrium current and magnetization consistent with
symmetry requirements. In Sec. V, we include the effects of
classical thermal fluctuations by adding Langevin sources to
the hydrodynamic equations, and arrive at the central result
of this paper: a set of coupled stochastic differential equa-
tions for the electronic density, current, and magnetization,
and the associated white-noise correlators of thermal noise.
In Sec. VI, we apply our results to special examples of ro-
tating and spinning magnetic textures, calculating magnetic
texture resistivity and magnetic dynamics-generated currents
for a magnetic spiral and a vortex. The paper is summarized
in Sec. VII and some additional technical details, including a
microscopic foundation for our semiclassical theory, are pre-
sented in the appendices.

II. QUASIPARTICLE ACTION

In a ferromagnet, the magnetization is a symmetry-
breaking collective dynamical variable that couples to the
itinerant electrons through the exchange interaction. Before
developing a general phenomenological framework, we start
with a simple microscopic model with Stoner instability,
which will guide us to explicitly construct some of the key
magnetohydrodynamic  ingredients. ~ Within a  low-
temperature mean-field description of short-ranged electron-
electron interactions, the electronic action is given by (see
Appendix A for details):

. h? A .
S=Jdtd3r¢{ihﬁt+2—v2—§+Em-6' s (1)

Here, A(r,7) is the ferromagnetic exchange splitting, m(r,?)
is the direction of the dynamical order parameter defined by

#( 6g)/2=pm, p, is the local spin density, and JAr,7) is
the spinor electron field operator. For the short-range repul-
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sion U>0 discussed in Appendix A, A(r,1)=2Up,(r,t)/h
and ¢(r,1)=Up(r,t), where p=<1AﬂT<Aﬂ) is the local particle
number density. For electrons, the magnetization M is in the
opposite direction of the spin density: M=7ypm, where y
<0 is the gyromagnetic ratio. Close to a local equilibrium,
the magnetic order parameter describes a ground state con-
sisting of two spin bands filled up to the spin-dependent
Fermi surfaces, with the spin orientation defined by m. We
will focus on soft magnetic modes well below the Curie
temperature, where only the direction of the magnetization
and spin density are varied, while the fluctuations of the
magnitudes are not significant. The spin density is given by
ps=N(p,—p_)/2 and particle density by p=p, +p_, where p..
are the local spin-up/down particle densities along m. p, can
be essentially constant in the limit of low spin susceptibility.

Starting with a nonrelativistic many-body Hamiltonian,
the action Eq. (1) is obtained in a spin-rotationally invariant
form. However, this symmetry is broken by spin-orbit inter-
actions, whose role we will take into account phenomeno-
logically in the following. When the length scale on which
m(r,?) varies is much greater than the ferromagnetic coher-
ence length /. ~#Avy/A, where vy is the Fermi velocity, the
relevant physics is captured by the adiabatic approximation.
In this limit, we start by neglecting transitions between the
spin bands, treating the electron’s spin projection on the
magnetization as a good quantum number. (This approxima-
tion will be relaxed later, in the presence of microscopic
spin-orbit or magnetic disorder.) We then have two effec-
tively distinct species of particles described by a spinor wave
function 1}’ , which is defined by fﬁ:Z/AI(R) 1Aﬁ’. Here, Z;{(R) is
an SU(2) matrix corresponding to the local spatial rotation
R(r,t) that brings the z axis to point along the magnetization
direction: R(r,f)z=m(r,?), so that I (6-m)U= 4. The pro-
jected action then becomes:

- —ih V -4)’ A |-
S:fdtjd3r¢"[(iﬁa,+d)—u—é+—&z Y
2m 2 2

- J dtF[m], (2)

where

rim1= % [ dramy ®

is the spin-texture exchange energy (implicitly summing
over the repeated spatial index i), which comes from the
terms quadratic in the gauge fields that survive the projec-
tion. In the mean-field Stoner model, the ferromagnetic ex-
change stiffness is A=%2p/4m,. To broaden our scope, we
will treat it as a phenomenological constant, which, for sim-
plicity, is determined by the mean electron density.?® The
spin-projected “fictitious” gauge fields are given by

ay(r,1) = itlolt o]0,

a,(r.1) =il V U o). )
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Choosing the rotation matrices U(m) to depend only on the
local magnetic configuration, it follows from their definition
that spin-o gauge potentials have the form:

a,=-dm-a (m), a,=-dJdm-ar(m), (5)
where a™"(m) = —ifi{o|Uf | o). We show in Appendix B
the well known result (see, e.g., Ref. 27) that al*" is the
vector potential (in an arbitrary gauge) of a magnetic mono-
pole in the parameter space defined by m:

Im X a5 (m) = g,m, (6)

where g,=0#%/2 is the monopole charge (which is appropri-
ately quantized).

By noting that the action Eq. (2) is formally identical to
charged particles in electromagnetic field, we can immedi-
ately write down the following classical single-particle La-
grangian for the interaction between the spin-o electrons and
the collective spin texture:

m,¥?

L,(r,v,1)= +1-ayr,1) +a,r,1), (7)
where r is the spin-o electron (wave-packet) velocity. To
simplify our discussion, we are omitting here the spin-
dependent forces due to the self-consistent fields ¢(r,) and
A(r,1), which will be easily reinserted at a later stage. See
Eq. (29).

The Euler-Lagrange equation of motion for v=F
derived from the single-particle Lagrangian Eq. (7),
(d/dt)(dL /! ) =JL,/ dr, gives

myv=qse+vXDb). (8)

The fictitious electromagnetic fields that determine the Lor-
entz force are

qo€i= aiaa' - (9,00.,' =q;m- ((9,1’11 X aim) >

4obi= =g, m G X gm). )

They are conveniently expressed in terms of the tensor field
strength

qO’f/.LV = a,uaav_ avaow, =q,m: ((?Vm X &Mm) (10)

by e;=f; and b;=€’*f; /2. €/ is the antisymmetric Levi-
Civita tensor and we used four-vector notation, defining d,,
=(4,,V) and a,,=(a,,a,). Here and henceforth the conven-
tion is to use Latin indices to denote spatial coordinates and
Greek for space-time coordinates. Repeated Latin indices
i,j,k are, furthermore, always implicitly summed over.

III. SYMMETRIES AND CONSERVATION LAWS
A. Gauge invariance

The Lagrangian describing coupled electron transport and
collective spin-texture dynamics (disregarding for simplicity
the ordinary electromagnetic fields) is
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L(rp, V,;m, &Mm)

2
m,v A 3 5
=2p (—22+v1‘,‘aw)—zfd ram> (1)

v;,‘E(l ,V[,), v,=F, and o here is the spin of individual par-
ticles labeled by p. The resulting equations of motion satisfy
certain basic conservation laws, due to spin-dependent gauge
freedom, space-time homogeneity, and spin isotropicity.
First, let us establish gauge invariance due to an ambigu-
ity in the choice of the spinor rotations Z;{(r,t)—>Z:{I;{’. Our
formulation should be invariant under arbitrary diagonal

transformations I/’ =~ and U’ =452 on the rotated fer-

mionic field zAﬂ’, corresponding to gauge transformations of
the spin-projected theory:

da,,=hd,f and da,,=ohd,gl2, (12)

respectively. The change in the Lagrangian density is given
by

oL=j"d,f and SL=jid,g, (13)

respectively, where j=j,+j_ and j,=#%(j,—j_)/2 are the cor-
responding charge and spin gauge currents. The action S
= [dtd’rL is gauge invariant, up to surface terms that do not
affect the equations of motion, provided that the four-
divergence of the currents vanish, which is the conservation
of particle number and spin density:

p+V-j=0, p,+V-j,=0. (14)
(The second of these conservation laws will be relaxed later.)
Here, the number and spin densities along with the associ-
ated flux densities are

p=2n,=p,+p_.
14

i=2nv,=pv, (15)
P
and
f
pe= 2 o, = E(m -p2),
P
is= 2 4on,¥, = PV, (16)
p
where n,=&(r-r,) and o,,==* for spins up and down. In the

hydrodynamic limit, the above equations determine the aver-
age particle velocity v and spin velocity v, which allows us
to define four-vectors j*=(p,pv) and j*¥=(p;,p,v,). Micro-
scopically, the local spin-dependent currents are defined, in
the presence of electromagnetic vector potential a and ficti-
tious vector potential a,, by
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MePaVy=Re(Yl (- ih V —a,—ea)y,), (17)

where e <0 is the electron charge.

B. Angular and linear momenta

Our Lagrangian Eq. (11) contains the dynamics of
m(r) that is coupled to the current. In this regard, we note
that the time component of the fictitious gauge potential
(B4), a,=—hd,o(1—0cos 6)/2, is a Wess-Zumino action
that governs the spin-texture dynamics.*%?® The variational
equation m X 5,L=0 gives:

(0, +v,-Vim+m X §,F=0. (18)
To derive this equation, we used the spin-density continuity
Eq. (14) and a gauge-independent identity satisfied by the

fictitious potentials: their variations with respect to m are
given by

Omd s, (M, d,m) =g, m X d,m, (19)
where

—-d, (20)

P a(a m)

One recognizes that Eq. (18) is the LL equation, in which the
spin density precesses about the effective field given explic-
itly by

h= §,F=-Adm. (21)

Equation (18) also includes the well-known reactive spin
torque: 7=(j,-V)m,? which is evidently the change in the
local spin-density vector due to the spin angular momentum
carried by the itinerant electrons. One can formally absorb
this spin torque by defining an advective time derivative D,
=J,+v,-V, with respect to the average spin drift velocity v.
Equation (18) may be written in a form that explicitly
expresses the conservation of angular momentum:>’->

19,(psm,-) + (9]1_[” =V, (22)
where the angular-momentum stress tensor is defined by
IL;; = pogjm; — A(m X g;m),. (23)

Notice that this includes both quasiparticle and collective
contributions, which stem respectively from the transport
and equilibrium spin currents.

The Lorentz force equation for the electrons, Eq. (8), in
turn, leads to a continuity equation for the kinetic momentum
density.% To see this, let us start with the microscopic per-
spective,

E(n

d(pv;) = arE nyv, +n,V,) (24)
P

Using the Lorentz force equation for the second term, we
have:

mez n,,\"p
p

=2 qonylei+ €5bw,) = 2 qonfi vl
P P

=pm - (dm X dm) + pov m - (J;m X Jm)
= (g;m) - (8,F) == A(9m) - (Jym), (25)
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utilizing Eq. (18) to obtain the last line. Coarse-graining the
first term of Eq. (24), in turn, we find:

> nyV,=— @E A —r,)v,v, — — &,E PV iV g
P P o
(26)

Putting Egs. (25) and (26) together, we can finally write Eq.
(24) in the form:

m, g (PUI) +9; ( jtm 2 pUU(rtv(rj) 0 (27)
where
= A[(ﬁim) - (dm) - %(&km)z] (28)

is the magnetization stress tensor.’

A spin-dependent chemical potential ,Ll:f(‘l p governed
by local density and short-ranged interactions can be trivially
incorporated by redefining the stress tensor as

55' A
T — T+ —21;3TK‘1;3. (29)

In our notation, A=(u,,u ), p=(p,.p_)’, and K is a sym-
metric 2 X 2 compressibility matrix in spin space, which in-
cludes the degeneracy pressure as well as self-consistent ex-
change and Hartree interactions. In general, Eq. (29) is valid
only for sufficiently small deviations from the equilibrium
density.

Using the continuity Egs. (14), we can combine the last
term of Eq. (27) with the momentum density rate of change:

at(p(fvo'i) + &j(p(rva'ivajj) = pu—(&t +Vge V)szi’ (30)

which casts the momentum density continuity equation in the
Euler equation form:

m, 2, Pol(d,+ Vg VIV g+ 0T = 0. (31

We do not expect such advective corrections to d, to play an
important role in electronic systems, however. This is in con-
trast to the advective-like time derivative in Eq. (18), which
is first order in velocity field and is crucial for capturing
spin-torque physics.

C. Hydrodynamic free energy

We will now turn to the Hamiltonian formulation and con-
struct the free energy for our magnetohydrodynamic vari-
ables. This will subsequently allow us to develop a nonequi-
librium thermodynamic description. The canonical momenta
following from the Lagrangian Eq. (11) are

JL
—=myv,+a

)4 P>
(9Vp

P, =
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ﬁE (9(10. mon
nyo = > n,a"(m). (32)
P p

om

Notice that for our translationally invariant system, the total
linear momentum

PEEpp+fd3r(ﬂ'-V)m=meEV , (33)
r 14

where we have used Eq. (5) to obtain the second equality,
coincides with the kinetic momentum (mass current) of the
electrons. The latter, in turn, is equivalent to the linear mo-
mentum of the original problem of interacting nonrelativistic
electrons, in the absence of any real or fictitious gauge fields.
See Appendix A. While P is conserved (as discussed in the
previous section and also follows now from the general prin-
ciples), the canonical momenta of the electrons and the spin-
texture field, Eq. (32), are not conserved separately. As was
pointed out by Volovik in Ref. 6, this explains anomalous
properties of the linear momentum associated with the Wess-
Zumino action of the spin-texture field: this momentum has
neither spin-rotational nor gauge invariance. The reason is
that the spin-texture dynamics define only one piece of the
total momentum, which is associated with the coherent de-
grees of freedom. Including also the contribution associated
with the incoherent (quasiparticle) background restores the
proper gauge-invariant momentum, P, which corresponds to
the generator of the global translation in the microscopic
many-body description.

Performing a Legendre transformation to Hamiltonian as
a function of momenta, we find

H[rp,pp;m,w]=2vp-pp+fd3rn'1~77—L
P

2
=E£&é%i+%Jd%@mf

P e

=E+F, (34)

where E is the kinetic energy of electrons and F is the ex-
change energy of the magnetic order. As could be expected,
E is the familiar single-particle Hamiltonian coupled to an
external vector potential. According to a Hamilton’s equa-
tion, the velocity is conjugate to the canonical momentum:
v,=dH/dp,. We note that explicit dependence on the spin-
texture dynamics dropped out because of the special property
of the gauge fields, m-d,a,=a,. Furthermore, according to
Eq. (19), we have m X §,E=(j,- V)m, so the LL Eq. (18) can
be written in terms of the Hamiltonian Eq. (34) as!!

pai+m X 8,H=0. (35)

So far, we have included in the spin-texture equation only
the piece coupled to the itinerant electron degrees of free-
dom. The purely magnetic part is tedious to derive directly
and we will include it in the usual LL phenomenology.? To
this end, we redefine
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Flm(r)] - F+F', (36)

by adding an additional magnetic free energy F'[m(r)],
which accounts for magnetostatic interactions, crystalline
anisotropies, coupling to external fields, as well as energy
associated with localized d or f orbitals.’® Then the total free
energy (Hamiltonian) is H=E+F, and we in general define
the effective magnetic field as the thermodynamic conjugate
of m: h=§,H. The LL equation then becomes

om+mXh=0, (37)

where Q; is the total effective spin density. To enlarge the
scope of our phenomenology, we allow the possibility that
Q,# p,. For example, in the s—d model, an extra spin density
comes from the localized d-orbital electrons. Microscopi-
cally, 0,dm term in the equation of motion stems from the
Wess-Zumino action generically associated with the total
spin density.

In the following, it may sometimes be useful to separate
out the current-dependent part of the effective field, and
write the purely magnetic part as h,,= §,,F, so that

h=h,-m X (j,- V)m (38)
and Eq. (37) becomes
o+ (j,- Vim+m X h,,=0. (39)

For completeness, let is also write the equation of motion for
the spin-o acceleration:

me(ﬁt + Vg, V)vui = Q(r[m : (atm X &lm)
+U,m - (dm X dm)]-Vu,, (40)

retaining for the moment the advective correction to the time
derivative on the left-hand side and reinserting the force due

to the spin-dependent chemical potential, ,d:IA{‘lﬁ. These
equations constitute the coupled reactive equations for our
magnetoelectric system. The Hamiltonian (free energy) in
terms of the collective variables is (including the elastic
compression piece)

2
—a 1 A
Hlpg,posm] =2 f Prp, B2 -f rp'K™'p
. 2m, 2
+ Flm], (41)

where p,=m,v,+a, is the spin-dependent momentum that is
locally averaged over individual particles.

D. Conservation of energy

So far, our hydrodynamic equations are reactive, so that

the energy Eq. (41) must be conserved: P=H=FE+F=0. The
time derivative of the electronic energy E is
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o’ )
+
5 Mo

2
. me,
= f d31’2 |:mep0'Ua'jva'j - aj(pa'voj)< 52 + /"LU'):|

E= f &er, {mgpgvgvﬁpa(

= f d3}’2 pa'va'j[me(at +Vs- V)qu + aj/-‘“(f]

B f &r2 GopoVy- (€+Vy X b)

:fd3r2 qapgvg-ezfd3rjs~e. (42)

The change in the spin-texture energy is given, according to
Eq. (39), by

F=fd3rn'1~5mF=fd3rm~hm
=fd3rn'1~[gsm><n'1+m>< (js-V)m)]

=— f d3}"j_Y €. (43)

The total energy is evidently conserved, P=0. When we cal-
culate dissipation in the rest of the paper, we will omit these
terms which cancel each other. The total-energy flux density
is evidently given by

2

IV. DISSIPATION

Having derived from first principles the reactive cou-
plings in our magneto-electric system, summed up in Egs.
(39)—(41), we will proceed to include the dissipative effects
phenomenologically. Let us focus on the linearized limit of
small deviations from equilibrium (which may be spin tex-
tured), so that the advective correction to the time derivative
in the Euler Eq. (40), which is quadratic in the velocity field,
can be omitted. To eliminate the quasiparticle spin degree of
freedom, let us, furthermore, treat halfmetallic ferromagnets,
so that p=p, and p,=gp, where g=%/2 is the electron’s
spin.’! From Eq. (40), the equation of motion for the local
(averaged) canonical momentum is:3?

p=2Ljxb-Vp, (45)
p

in a gauge where a,=0, so that p=m,v—ge.’* u=p/K. The
Lorentz force due to the applied (real) electromagnetic fields
can be added in the obvious way to the right-hand side of Eq.
(45). Note that since we are now interested in linearized
equations close to equilibrium, p in Eq. (45) can be approxi-
mated by its (homogeneous) equilibrium value.
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Introducing relaxation through a phenomenological
damping constant (Drude resistivity)

y="—", (46)

where 7 is the collision time, expressing the fictitious mag-
netic field in terms of the spin texture, Eq. (45) becomes:

. q . ;
pi:—;(mX&im)~(]-V)m—(9iM—3’]i- (47)

Adding the phenomenological Gilbert damping®* to the
magnetic Eq. (37) gives the Landau-Lifshitz-Gilbert equa-
tion:

o,(m+am X m)=h Xm, (48)

where « is the damping constant. Equations (47) and (48),
along with the continuity equation, p=-V-j, are the
near-equilibrium thermodynamic equations for (p,p,m)
and their respective thermodynamic conjugates (u,j,h)
=(6,H, 6,H , 5 H). This system of equations of motion may
be written formally as

p X M
gl p |=TTmm] j | (49)
m h

The matrix I’ depends on the equilibrium spin texture m(r).
By the Onsager reciprocity principle, I';[m]=s;s,I";[-m],
where s;= = if the ith variable is even (odd) under time re-
versal.

In the quasistationary description of a nonequilibrium
thermodynamic system, the entropy S[p,p,m] is formally
regarded as a functional of the instantaneous thermodynamic
variables, and the probability of a given configuration is pro-
portional to e5*8, If the heat conductance is high and the
temperature 7 is uniform and constant, the instantaneous rate

of dissipation P= TS is given by the rate of change in the free
energy, P=H=[d*rP:

P=—pp-h-m-j-p=aom’+ >, (50)

where we used Eq. (47) and expressed the effective field h as
a function of m by taking mX of Eq. (48):

h=pm X m- apm. (51)

Notice that the fictitious magnetic field b does not contribute
to dissipation because it does not do work.

So far, there is no dissipative coupling between the cur-
rent and the spin-texture dynamics, and the macroscopic
equations obey the global time-reversal symmetry. However,
we know that dissipative couplings exists due to the mis-
alignment of the electron’s spin with the collective spin tex-
ture and spin-texture resistivity.>*> Following Ref. 11, we
add these well-known effects phenomenologically by making
an expansion in the equations of motion to linear order in the
nonequilibrium quantities m and j. To limit the number of
terms one can write down, we will only add terms that are
spin-rotationally invariant and isotropic in real space (which
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disregards, in particular, such effects as the angular magne-
toresistance and the anomalous Hall effect). To second order
in the spatial gradients of m, there are only three dissipative
phenomenological terms with couplings %, %', and B consis-
tent with the above requirements, which could be added to
the right-hand side of Eq. (47).3> The momentum equation
becomes:

q . . .
pi=— ;(m X dm) - (j- V)m = d;u — yj; — p(dm)?j;

—7'dm-(j-V)m-gBm- dm. (52)

It is known that the “g term” comes from a misalignment of
the electron spin with the collective spin texture, and the
associated dephasing. It is natural to expect thus that the
dimensionless parameter 8~ #/7,A, where 7, is a character-
istic spin-dephasing time.? The “7 terms” evidently describe
texture-dependent resistivity, which is anisotropic with re-
spect to the gradients in the spin texture along the local cur-
rent density. Such term are also naturally expected, in view
of the well-known giant-magnetoresistance effect,’® in which
noncollinear magnetization results in electrical resistance.
The microscopic origin of this term is due to spin-texture
misalignment, which modifies electron scattering.

The total spin-texture-dependent resistivity can be put
into a tensor form:

) q
ylm]=o;[y+ 7(3m)*]+ 7' dm - Jm + ;m - (dm X g;m).

(53)

The last term due to fictitious magnetic field gives a Hall
resistivity. Note that 4{m]=4’[-m], consistent with the On-
sager theorem. We can finally write Eq. (47) as:

pi=-— Vij[m]ij = dipm—gPm - gm. (54)
As was shown in Ref. 11, since the Onsager relations require

that I'[m]=IT-m]” within the current/spin-texture fields sec-
tor, there must be a counterpart to the B term above in the
magnetic equation, which is the well-known dissipative “f
spin torque:”

o(mMm+amXm)=hXm-¢gBm X (j-V)m. (55)
The total dissipation P is now given by
P=apm’+2gBm- (j-V)m
+[y+ 7(am)*l + 7' [ - V)m]?

2
- ag{m LB V)m]
g,

RS

ag;

+ [y + n(am)’1% + {7]’ }[(i -V)mJ’. (56)
The second law of thermodynamics requires the total dissi-
pation to be positive, which puts some constraints on the
allowed values of the phenomenological parameters. We can
easily notice, however, that the dissipation Eq. (56) is guar-
anteed to be positive definite if
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(qB)*
ag,

which may serve as an estimate for the spin-texture resistiv-
ity due to spin dephasing. This is consistent with the micro-
scopic findings of Ref. 23.

n+n = (57)

V. THERMAL NOISE

At finite temperature, thermal agitation causes fluctua-
tions of the current and spin texture, which are correlated due
to their coupling. A complete description requires that we
supplement the stochastic equations of motion with the cor-
relators for these fluctuations. It is convenient to regard these
fluctuations as being due to the stochastic Langevin “forces”
(8w, 8j, oh) on the right-hand side of Eq. (49). The complete
set of finite-temperature hydrodynamic equations thus be-
comes:

[)Z—V'j,
p+qpPm;Vm=— f/[m]j— Vi,

o,(1+amxX)m=hXm-¢gBm X (j-V)m. (58)

where (,17,,j~,l;)=(,u+ S, j+ dj,h+ oh). The simplest (while
possibly not most realistic) case corresponds to a highly
compressible fluid, such that K—o. In this limit,
m=p/K—0 and the last two equations completely decouple
from the first, continuity equation. In the remainder of this
section, we will focus on this special case. The correlations
of the stochastic fields are given by the symmetric part of the

inverse matrix Y=-I"""3" which is found by inverting Eq.

(58) (reduced now to a system of two equations):

J==¥"'(+qBm;Vm),

h=o,m X m—- ag,m-¢B(-V)m. (59)

Writing formally these equations as (after substituting j from
the first into the second equation)

(i) =—Y[m<r>](‘? ) (60)
h m

we immediately read out for
Y(r,r)=Y(r)8r-r'):

_ (4]
Yj‘.,j[,(r) = (¥ Diirs

the matrix elements

Y, 0, (0) = gB udpmy,
Y, ;(r)=- aBF ) idem;r

Y n,(r) = Q0 + 0.€" my = (aB*(Im) (T (Fpmyr)
(61)

According to the fluctuation-dissipation theorem, we symme-
trize Y to obtain the classical Langevin correlators:?’
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(Gi(r,0) &jir(x" 1))/ T= gjir,
(8ji(x, 1) Shy (x' ,1"))/ T= qBg i dumr,

(Oh,(x,0) Ok (¢ 1" ) T= @8 = (qB) g (dumy) (dprmy),
(62)
where 7=2kzTS(r—r')5(t—1") and

=0+ N2, ¢&=[¥y"-FH2 (63)

are, respectively, the symmetric and antisymmetric parts of
the conductivity matrix 9 !. The short-ranged, S-function
character of the noise correlations in space stems from the
assumption of high electronic compressibility. Contrast this
to the results of Ref. 11 for incompressible hydrodynamics.
A presence of long-ranged Coulombic interactions and
plasma modes would also give rise to nonlocal correlations.
These are absent in our treatment, which disregards ordinary
electromagnetic phenomena.

Focusing on the microwave frequencies w characteristic
of ferromagnetic dynamics, it is most interesting to consider
the regime where w< 7!. This means that we can employ
the drift approximation for the first of Egs. (59):

pi=my;—qe;~—qe;=qm-(m X Jm). (64)

Substituting this p in Eq. (59), we can easily find a closed
stochastic equation for the spin-texture field:

o (1+amX)m+m X 7m= (h,,+ sh) Xm, (65)
where we have defined the “spin-torque tensor”
7= ¢4 (7 ) (m X ggm — Bgm) ® (m X dym + Bdm).
(66)

The antisymmetric piece of this tensor modifies the effective
gyromagnetic ratio, while the more interesting symmetric
piece determines the additional nonlocal Gilbert damping:
T+7 ¢ -

-Lg, (67)
20, 0

a=
where
G = giol(m X gm) ® (m X gm) - f2m @ ,m]
+ Bg, [(m X gm) ® dym - Jm ® (m X gm)].

(68)

In obtaining Eq. (65) from Eq. (59), we have separated
the reactive spin torque out of the effective field:
h=h,,—gm X (j-V)m. (The remaining piece h,, thus reflects
the purely magnetic contribution to the effective field.) The
total stochastic magnetic field entering Eq. (65),

oh=6h+qgm X (5 - V)m, (69)

captures both the wusual magnetic Brown noise
Sh and the Johnson noise spin-torque contribution®
Sh;=gqm X (8j-V)m that arises due to the substitution

j=j—-&j in the reactive spin torque ¢(j- V)m. Using correla-

38
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tors Eq. (62), it is easy to show that the total effective field
fluctuations Jh are consistent with the nonlocal effective Gil-
bert damping tensor Eq. (68), in accordance with the
fluctuation-dissipation theorem applied directly to the purely
magnetic Eq. (65).

To the leading, quadratic order in spin texture, we can
replace gy — S/ v and g;,, — 0 in Eq. (68). This additional
texture-dependent nonlocal damping (along with the associ-
ated magnetic noise) is a second-order effect, physically cor-
responding to the backaction of the magnetization dynamics-
driven current on the spin texture.'! It should be noted that in
writing the modified LLG Egq. (55), we did not systematically
expand it to include the most general phenomenological
terms up to the second order in spin texture. We have only
included extra spin-torque terms, which are required by the
Onsager symmetry with Eq. (52). The second-order Gilbert
damping Eq. (68) was then obtained by solving Egs. (52) and
(55) simultaneously. (Cf. Refs. 11 and 40.) This means in
particular, that this procedure does not capture second-order
Gilbert damping effects whose physical origin is unrelated to
the longitudinal spin-transfer torque physics studied here.
One example of that is the transverse spin-pumping induced
damping discussed in Refs. 41.

VI. EXAMPLES
A. Rigidly spinning texture

To illustrate the = resistivity terms in the electron’s
equation of motion Eq. (52), we first consider 1D textures.
Take, for example, the case of a 1D spin helix m(z) along
the z axis, whose spatial gradient profile is given by
dm=xz X m, where « is the wave vector of the spatial rota-
tion and m | Z. See Fig. 1. It gives anisotropic resistivity in
the xy plane, r(]), and along the z direction, rﬁ”):

PP = pom)? =P, H7=(n+ 7))kl (70)

The fictitious electric field and dissipative 3 force require
magnetic dynamics. A general texture globally rotating
clockwise in spin space in the xy plane according to
m=-wZ X m (which may be induced by applying a magnetic
field along the z direction) generates an electric field

ei:(m xm).aim:—w(mXiXm)-ﬁim
=— wd;m,=— wd; cos 0 (71)
and a g force

ffﬁ) =—Bm - dm = Bwi - (m X dm) = Bw sin® 65,¢,
(72)

where (6, ¢) denote the position-dependent spherical angles
parametrizing the spin texture. The reactive force Eq. (71)
has a simple interpretation of the gradient of the
Berry-phase!> accumulation rate [which is locally deter-
mined by the solid angle subtended by m(z)]. In the case of
the transverse helix discussed above, 6=7/2, ¢=kz— wt, SO
that e.=0 while f?'=—Bwx is finite.

As an example of a dynamical texture that does not gen-
erate f#) while producing a finite e, consider a spin spiral
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FIG. 1. (Color online) The transverse magnetic helix, J,m=«Z
Xm, with texture-dependent anisotropic resistivity Eq. (70). We
assume here translational invariance in the transverse (xy) direc-
tions. Spinning this helix about the vertical z axis generates the
dissipative electromotive forces f(f), which is spatially uniform and
points everywhere along the z axis. A magnetic spiral, d,m=«x¢
X m= k0, spinning around the z axis, on the other hand, produces a
purely reactive electromotive force e,, as discussed in the text,
which is oscillatory in space along the z axis.

along the z axis, described by dm=«@ X m:Ké, and rotat-
ing in time in the manner described above. It is clear geo-
metrically that the change in the spin texture in time is in a
direction orthogonal to its gradients in space. Specifically,
0=kz, p=—wt, so that ﬁﬁ:o while the electric field is os-
cillatory, e,=wx sin 6.

B. Rotating spin textures

We show here that a vortex rotating about its core in
orbital space generates a current circulating around its core,
as well as a current going radially with respect to the core.
Consider a spin texture with a time dependence correspond-
ing to the real-space rotation clockwise in the xy
plane around the origin, such that m(r,7)=m(r(z),0) with
r=wiXr=wr¢, where we use polar coordinates (r, ¢) on
the plane normal to the z axis in real space [to be distin-
guished from the spherical coordinates (6, ¢) that param-
etrize m in spin space], we have

=(f-V)m=wim. (73)

For m(r, ¢) in polar coordinates, the components of the elec-

tric field are,
e,=wm-(dym X dm), e,=0, (74)

while the components of the [ force are

1P == Bo(gm) - (9ym), ff=-pw —‘9&. (75)

In order to find the fictitious electromagnetic fields, we need
to calculate the following tensors (which depend on the in-
stantaneous spin texture):
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FIG. 2. Positive-polarity magnetic vortex configuration pro-
jected on the xy plane. m has a positive (out-of-plane) z component
near the vortex core. Rotating this vortex about the origin in real
space generates the current in the xy plane shown in Fig. 3.

— _ : 2
dij = ﬁim . (7‘]m = (9[0(7]0"' sin 6191()0(7‘]()0. (76)

As an example, consider a vortex centered at the origin in
the xy plane with winding number 1 and positive polarity, as
shown in Fig. 2. Its angular coordinates are given by

o=($+wn+ . 0=0(r), (77)
where ¢=arg(r) and 6 is a rotationally invariant function
such that 6—0 as r—0 and 6— 7/2 as r—oc. Evaluating
the tensors in Eq. (76) for this vortex in polar coordi-
nates gives d,=(3,0)%, dy4=(sin 6/r)%, d,4=0, and
b,4=—(d, cos 6)/r. The radial electric field is then given by

e, == wrb,,= wd, cos 6. (78)

The S force is in the azimuthal direction:

‘2
=0, fP == Bords,=- o b (79)
We can interpret this force as the spin texture “dragging” the
current along its direction of motion. Notice that the forces in
Eqgs. (78) and (79) are the negative of those in Egs. (71) and
(72), as they should be for the present case, since the com-
bination of orbital and spin rotations of our vortex around its
core leaves it invariant, producing no forces.

The total resistivity tensor Eq. (53) is (in the cylindrical
coordinates)

Yr YL

=YL Y

/}\/: v+ ﬂ(drr+d¢¢) + 7],&4— gbA:(
P

where

sin 02
=7+(77+77’)(f9r0)2+77< r )
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FIG. 3. We plot here the current in Eq. (82) (all parameters set
to 1). Near the core, the current spirals inward and charges build up
at the center (which is allowed for our compressible fluid).

sin 0\2
7¢=7+77(0r9)2+(77+77')< ; )

qd,cos 0
por
Here, the two diagonal components, 7, and y,, describe the
(dissipative) anisotropic resistivity, while the off-diagonal
component, 7y, , captures what is called the topological Hall

effect.!®
In the drift approximation, Eq. (64), the current-density

YL= (81)

field j=j,f'+j03 is given by
i=7"q(e+19),

(j, ) A-1( d, cos 0 )
js) Z 1V \ psin? air
sin 6 - a,0
_qo (m n)( ' ) 32)
YYe+ YV \vL ¥ /\BsinOr

More explicitly, we may consider a profile §=m(1-e7")/2,
where a is the radius of the vortex core. The corresponding
current Eq. (82) is sketched in Fig. 3.

We note that the fictitious magnetic field points every-
where in the z direction, its total flux through the xy plane
being given by

F= J dedr(rb,g) =— f ddr(d4@d, cos 6) =2

(83)

Note that the integrand is just the Jacobian of the map from
the plane to the sphere defined by the spin-texture field,

(6(r), o(r)):R* — S2. (84)

This reflects the fact that the fictitious magnetic flux is gen-
erally a topological invariant, corresponding to the 7, homo-
topy group of the mapping Eq. (84).54
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FIG. 4. (Color online) A set of spin spirals which is topologi-
cally trivial because V=0 (and equivalent to the spin helix, Fig. 1,
up to a global real-space rotation), hence the fictitious magnetic
field b, Eq. (76), is zero. There is, however, an anisotropic texture-
dependent resistivity with finite off-diagonal components, Eq. (85).

C. Anisotropic resistivity of a 3D spiral

Consider the texture described by dm=«k;ZXm, where
the spatial rotation stays in the xy plane, but the wave vector
K can be in any direction. The spin texture forms a transverse
helix in the z direction and a planar spiral in the x and y
directions. Figure 4 shows such a configuration for x point-
ing along (X+¥+Z)/\3. The fictitious magnetic field b van-
ishes, but the anisotropic resistivity still depends nontrivially
on the spin texture:

vij=Ly+ n(gm)?15; + ' dm - dm = (y+ nr*) 5+ 7' kK,
(85)

A

which, according to j=% 'E, would give a transverse current
signal for an electric field applied along the Cartesian axes x,
y, Or Z.

VII. SUMMARY

We have developed semiphenomenologically the hydro-
dynamics of spin and charge currents interacting with collec-
tive magnetization in metallic ferromagnets, generalizing the
results of Ref. 11 to three dimensions and compressible
flows. Our theory reproduces known results such as the spin-
motive force generated by magnetization dynamics and the
dissipative spin torque, albeit from a different viewpoint than
previous microscopic approaches. Among the several new
effects predicted, we find both an isotropic and an aniso-
tropic texture-dependent resistivity, Eq. (53), whose contri-
bution to the classical (topological) Hall effect should be
described on par with that of the fictitious magnetic field. By
calculating the dissipation power, we give a lower bound on
the spin-texture resistivity as required by the second law of
thermodynamics. We find a more general form, including a
term of order B, of the texture-dependent correction to non-
local Gilbert damping, predicted in Ref. 11. See Eq. (68).
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Our general theory is contained in the stochastic hydrody-
namic equations, Egs. (58), which we treated in the highly
compressible limit. The most general situation is no doubt at
least as rich and complicated as the classical magnetohydro-
dynamics. A natural extension of this work is the inclusion of
heat flows and related thermoelectric effects, which we plan
to investigate in a future work. Although we mainly focused
on the halfmetallic limit in this paper, our theory is in prin-
ciple a two-component fluid model and allows for the inclu-
sion of a fully dynamical treatment of spin densities and
associated flows.?! Finally, our hydrodynamic equations be-
come amenable to analytic treatments when applied to the
important problem of spin-current driven dynamics of mag-
netic solitons, topologically stable objects that can be de-
scribed by a small number of collective coordinates, which
we will also investigate in future work.
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Appendix A: Many-body action

We can formally start with a many-body action, with

Stoner instability built in due to short-range repulsion be-

tween electrons:?

2
S[l,_b(,(r,t),l//(,(r,t)]zj dzJ d3r[@+(iﬁo7,+ﬁ—vz>zjf
C 2me

—U%qu/q%], (A1)
where time ¢ runs along the Keldysh contour from — to «
and back. ¢, and ¢, are mutually independent Grassmann
variables parametrizing fermionic coherent states and zZ*

=(l_ﬂT,<_m) and fﬂ:((ﬂT,aﬂl)T. The four-fermion interaction
contribution to the action can be decoupled via Hubbard-
Stratonovich transformation, after introducing auxiliary
bosonic fields ¢ and A:

eiSU/h:eXp(_ éj dtj d3rU17/Tl7/lllfU//¢>
c

= f D[¢(r,t),A(r,t)]exp|:éf dtf &r
c

¢ A p.. A )
X|——— =+ -y . A2
<4U qu ey (42)
In obtaining this result, we decomposed the interaction into
charge-density and spin-density pieces:

- 1 ~ . 1 . n
iy = Z(WW -3 (m- o), (A3)

where m is an arbitrary unit vector. It is easy to show

that ((r,0))=U(J*(r,0)g(r,0) and (A(r,0)=U(g*(r,1)
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X &@(r,t)), when properly averaging over the coupled qua-
siparticle and bosonic fields.

The next step in developing mean-field theory is to treat
the Hartree potential ¢(r,7) and Stoner exchange A(r,?)
=A(r,)m(r,?) fields in the saddle-point approximation.
Namely, the effective bosonic action

Sul d(r.1), A(r.1)] = - ifi In f DLJF, elimS o)
(A4)

is minimized, &S.4=0, in order to find the equations of mo-
tion for the fields ¢ and A. In the limit of sufficiently low-
electron compressibility and spin susceptibility, the charge-
and spin-density fluctuations are suppressed, defining mean-

field parameters ¢ and A. Since a constant ¢ only shifts the
overall electrochemical potential, it is physically inconse-
quential. Our theory is designed to focus on the remaining
soft (Goldstone) modes associated with the spin-density di-
rector m(r, ), while ¢(r,7) and A(r,7) are in general allowed

to fluctuate close to their mean-field values ¢ and A, respec-
tively. The saddle-point equation of motion for the collective
spin direction m(r,?) follows from &,S.;{m]=0, after inte-
grating out electronic degrees of freedom. Because of the
noncommutative matrix structure of the action Eq. (A2), it is
still a nontrivial problem. The problem simplifies consider-
ably in the limit of large exchange splitting A, where we can
project spins on the local magnetic direction m. This lays the
ground to the formulation discussed in Sec. II, where the
collective spin-density field parametrized by the director
m(r,7) interacts with the spin-up/down free-electron field.
The resulting equations of motion constitute the self-
consistent dynamic Stoner theory of itinerant ferromag-
netism.

In the remainder of this appendix, we explicitly show that
the semiclassical formalism developed in Secs. II, IIT A, and
III B is equivalent to a proper field-theoretical treatment. The
equation of motion for the spin texture follows from extrem-
izing the effective action with respect to variations in m.
Because of the constraint on the magnitude of m, its varia-
tion can be expressed as dm= 660X m, with 60 being an ar-
bitrary infinitesimal vector, so that the equation of motion is
given by m X 5,,S.=0:

1 ALA : 0+
0=m X 0Seir=— f DY/, fl(m X 8,8)el ML #:4.4]

(A5)

=2, (m X dya,, @ —-m X 5, F,

o

where Z=[D[J*, Jle"S¥"##Al and we have used the
path-integral representation of the vacuum expectation value.
a,, are the spin-dependent gauge potentials Eq. (4) and F the
spin exchange energy, appearing after we project spin dy-
namics on the collective field A. Equation (A5) may be ex-
pressed in terms of the hydrodynamic variables of the elec-
trons. Defining spin-dependent charge and current densities,

74=(pgsds), bY
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as -
p(7'= <_> = <l//(rlr//0'>’
da,
a8

1 _
ja’= <—> = m_Rt‘,(lﬂo.(— ih V- ao-)lﬂa> =PsVo

da,
(A6)

Equation (A5) reduces to the Landau-Lifshitz Eq. (18). Mini-
mizing action Eq. (A4) with respect to the ¢ and A fields
gives the anticipated self-consistency relations:

B(r,1) = UG (e, 0 fr,0) = Ulp, + p_),

A(r,1) = UG (r,0) 64,0y = Ulp, — p). (A7)

Appendix B: The monopole gauge field

Let (6, @) be the spherical angles of m, the direction of
the local spin density, and %, be the spin up/down (o=*)
spinors given by, up to a phase,

0
cos—
2

)2+(0’ (P) = 6 )
€' sin—
2
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sin—
X-(0,¢) = X, (7~ 0,0+ 7) = (B1)

— e'% cos—
2

The spinors are related to the spin-rotation matrix Z:{(m) by

R.=U|o). The gauge field in m space, which enters Eq. (5),
is thus given by

. fifl—-0ocos @
a,""(0,¢) == ih X OmXo= 3 ( — )s??,
2 sin 6

(B2)
where we used the gradient on a unit sphere: ﬁm=f9r7(,
+@d,/sin 6. The magnetic field corresponding to this vector
potential [extended to three dimensions by a(m)
—a(6,p)/m] is given on the unit sphere by

m oh
O X A" =g X (a¢¢) = ——3y(sin Ga(p) =—m.
sin 6 2

(B3)

It follows from Egs. (5) and (B2) that the spin-dependent
real-space gauge fields are given by

Ay =~ ﬁ(h(p(l —ocos 0). (B4)
Notice that the o= = monopole field Eq. (B2), as well as the
above gauge fields, are singular on the south/north pole (cor-
responding to the Dirac string). This is what allows a mag-
netic field with finite divergence. Any other choice of the
monopole gauge field Eq. (B2) would correspond to a differ-
ent choice of the spinors Eq. (B1), translating into a gauge
transformation of the fields Eq. (B4). This is immediately
seeing by noticing that al°"(m)—a*"(m) + dp,f,(m) corre-
sponds to a,(r,1) —ay,(r,0)+d,f,[m(r,1)].
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